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ABSTRACT
Since our first artlclc on the Japanese cupercompwers ap~red in the December 1985
i~ue of Computer , we have conducted additional benchmarks of the new NEC SX-2
vectoI processor. We present these new rmults for the SX-2 and updated timings of the
X-MP/4S,

1. lntrculuclion

This article is intended to be a follow-up to the original benchmark resul~ in

our firm article on the Japanese supercompulers [1]. The same males from the b

Alamos benchmark set have ken executmi on the NEC SX-2 and Cray X-MP dur-

]ng the per!nd from Decemkr 1985 to &tober 1986. The original pper [ 1] con~ins
a discussion of our m~surement philosophy and a description of architectural

differences among the Fujitsu, Hitachi, and Cray supercomputers. in this article,

the emphasis IS on lhe NEC machine and iU performance relative to the Cray X-

MP.

2. NEC SX-2 Archi[ecturt

Similar to the other Japanese machines, the SX-2 IS a vector proc=r super-

computer Ihat w pipeline ~rallelkim in both solar and v=tor modes, II has

some interesting d! fferentxs, however. The SX-2 1s rally a tw-processor system in

which a control pr~oi (CP) and an arithmetic processor (AP) are M asymetr-

Iullly.

In general, the control mmssor executes the system and utility programs.

Some of Ii=+ functions are ]nleractive Wrnlnal traffic, pro~ram development, and

1/0.

Thr arithmrlic processor e~ec UICS thr compute bound user programs. II con-

sists of scpar~; r veclor and scalar modu; cs similar 10 both the I:U)l SU and IIltmhl

rna~hlnc=s (FIR. 1). I“hc clink permd of boih module% is b ns compar{~i wilh Ihc )(
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MP’s ~.5 ns. (The rww X-Ml’/416 ha~ an 8.5 ns clmck, ) 1 hc ~e(lor processor has

four separalc scu of functional un]ls. Bccauw each srl compul~ every fourth ele-

menl of the same vector opcratlon, the vector processor can perform 4 floating-

po]nl operations per cycle. J“hc vector regislcr capacity has 40 reglslcrs of 256 ele-

ments each. There are 8 load paths from and 4 store paths 10 memory. However,

the total memory bandwidth is IImlled to 8 accesses ~r cycle and Ihe load/store

paths cannot operate simul!aneouslv. Main memory is interleaved 256 ways.

The scalar processor has 128 registers and is interfaced to main memory

through a 64 K-byte cache. Table 1 compares the scalar floa~ing-poinl opera~ion

times for the SX-2 and X-MP. The other Japanese supercomputers are also listed

for reference. A detalld description of Ihe NEC SX-2 is available in Ref. 2.

( SX-2 ‘i 6CP I 9CP I I 49cp I
I

,1 36 ns [ 54 ns ~ 294 ns ~

~ X-NIP It 6CP I 7 CP ~ 14CP ! 14CPI

I II 57ns I 66.5ns I 133ns I 133ns I

1 VP-200 ii 3 cp 4CP I 28CP [
~145nsl 60ns ~42C)ns I

I ‘1

Table 1. Scalar floaling-poin[ operation

\imes. The d]vlde opmation in the X-MP

is actl]ally a reciprocal approximation.

3. (conducting the Benchmarks

The se[ of LGS Alamm benchmarks that was executed on the Fujiuu and Hita-

chi machines WaS ah nm on the SX-2 and X-MP/48. Mortwver, we added

HYDRO, a major bgrangian hydrtiynamks code of the type in usc at Los Alamos.

Table 11contains the permit motorization and vtwtor length for each of the bench-

mark codes. The Ixmchmark set has been run on a broad rangr of both scalar and

vector machinrs [.31.



1 Coch ,’ Veclor]zal]on i Predom]nanl

l; (perccnl) veclor lenplh 1

BMK4a “ 99 ; 64,32,16,8,4,2

: BMK21a ii 18 I 35
I

BMK21h [i 0’-’

I BMK22 i: 98 I 1(K) i
I

I SIMPLE ii
1

93 I 62 I
t
I HYDRO l; 98

1
I 100 I

Table Il. Percentage vectorization as

measured on a Cray-1 and predominant

verLor lengths for each of the bench-

mark codes.

As In the orlglnal paper, all tests were one-protessor CPU tests. No 1/() or

througnp~ll n]cas~lrrmenls were made. The NEC lests were accomplished in one

week, Tuning changes were ilmlted to minor Fortran rc~plsions and the add]tlon of

compiler dlrecllves. The X-MP rrsults were run using two compilers. The 6rst IS

CFTI. 14, lhe lalesl productmn version; the second is CFJ77, a completely new

compiler.

4. Scalar Per! orman~

The rclatlve smlar performance of the two machines can be ascertained from

two non-vectorizti Monte Carlo codes (BMK2 I and BMK21 b) and a scalar

quation+f-state code (BMKS), as shown in Table 111. The NEC machine is twice

as fast as the X-MP using (“!71 ,14. Hov~cvcr, the CFf’77 compiler dews a

slgnlf]ctin[ly bcllcr y~b ullh scalar optlinlzatlon arid thr X Ml) using (’]q-77 sh:)u’s

scfilar ~Mrl(~rmancr comp~rabtt’ 10 thr SX-2, II should bc nt~ted thal the excrllcn[

scali)r purforli)ancc of Ihr NI:!” rtiachlnr has brrn rrachvd dcspIIe Ihc appnr(’nl

dlsadl”nn!ay(’ (JI largr n]clilor\’ Ialrncv (4° ~l(x ks ij~ oppvttd 10 thr 14 f l~xks on III(I

X MI)). U’(’ lt~f~~l\I(i( lhal 11~( Nl{(’ L{III~pIi(Ir hi~\ oi’(’r((~!ll(’ It)l$ Iony rl)(’ll)or\’
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Ial(’n( y by ]I]dlclous IIS( of ctich(’ and Ih(’ 128 s(tiltir r{glsl( rs and also by efiw IIV(

schmlu]ing of instructions so Ihal the lalcncy 1s hidden by p]prlinlng,

Table 111.Times of selected scalar executions (see).

5. Basic Veclor Opcralions

Tables IV and Y’ show the megaflop ratm altalned on the X-MP and SX-2 for a

variety of vector o~ratlons and memory accesses. It has long been recognizd that

the Cray machines perform well on short vwtors [4]. Fujitsu’s VP-2(XI aIso has

comparable short vector performance [ l]. However, the data in Tables IV and V

show thal the NEC is typically belter than the X-MP on short vectors (length-IO)

and IS a factor of 2 to 4 faster on large vectors. This performance advantage over

Ihe entire range of vector Ienglhs is significant.

OperaLion
~

1. A(I) -B(I)+S 14.4

2. A(I)= B(I)+S (I-1.X.23) 9.6

t 3. A(I) -R(I) +S (I-1.X,8) 9,6

4, A(I) -13(l) nC(!) 14.0

5. A(l) -B(i) ”C(l)+D(l)mE(l) 33.5

6. S-S+ A(l)”t3(l) 5.2

7, A(I) -B(J(I))+S 2.3

8, A(J(I))=B(I)”C(I) 3.1

57.6

393

39,3

53.5

97,7

21.7

2.5

3.5

100 2(XI 1000
> 4 ~s

63.9 69.5 76,6

52.0 61.4 77,7

52.1 6],5 77.7

566 61.6 6s.7

102.5 10k6 115,2

36.9 58.6 117.4

2,5 2,5 2.5

3.5 3.5 3,5

TRbk I’*’, Rates (megaflops) on the X-NIP for various vector

opratiuns as a function of vrctor length
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I
1. A(I)-B(l)+S

2. A(l)-Bi l)+ S(l-l.N ,23)

3. A(l) -13( I)+ S(I-I .X.8)

4. A(I) -B(I) ”C(I)

5. A(I]-B( I)*C(I)+D(I)”E(I)

6 S-StA(l)*B(l)

7. A(I)-B(J(I))+S

8. A(J(l))-A(l)”B(I)

9-

——

10 i

21.9

21.9

ltl.9

19,(J

36.li

17.6

1013

12.8

.$()

109.7

79.4

62.7

85,9

171.2

74.7

33.2

36.9

I(W
——

219.3

1(.)7.5

96.6

171.6

342.S

123.0

43.4

46.4

200 1000

340,1 369.5

130.7 136.6

132,3 237.7

;64.6 20h. F)

492.6 530.6

178.2 549,9

49.8 51.6

52.1 54.9

Table l’, Rates (megaflops) on the SX-2 for various vector

oferallons as a funclion of vecLor length

6. Resul Is froln the benchmark cock

Table VI con~ains lhe timing tiata for our bcncnmark codes.

—

Code SS-2 X-MP 1.14 ?iMP 77
-

BMKI 6.6 43.3 17.0

BMK4a 3.7 4.2 4,3

i3NlK5 11.4 21.6 2].5

BNfKll I 3.3 4.8

d

4.0

BMh14 .77 1.3 1.3

BMK21 1.6 32 2,0 I

El#w+
E&Ei&E3



1) ~MKl IS an Inlcgcr Monte (’arlo codt u.llh virtlliilly no floiilln~-j~)lnl

ins~ruct]ons. The SX-2 is SIX ~lmes Iaslcr lh~n lhc X-Ml’ using, CFI’I .14 and 2.5

Ilmcs faster than the X-MP using UT77. Part of ~hl$ dlff~rcnc~ IS allrlbl~tablc 10

Ihc facl that the SX-2 dws 32-bll )ntcgcr calc~llalions. However. prcvmus bench-

marks also hav~ pmnltd 0111lhc wc~hness 01 lhc Cray machines In inlegcr calcula-

Ilons. For example. lhc CDC 7WI is faster than Ihc Cray by a faclor of 2 w’hcn

execul]ng this ccdt.

2) IlMK4a is an FFT code that is almosl entirely vectorized. The times are

comparable. T}w particular algorithm usti for the Fm is not tuned to any machine

and IS nol indicative of the true performance of any library routines that exist on

the machines.

3) BMK5 IS an excerpt from an equation-of-slale code that is entlrelj’ scalar,

The X-MP llmes are slower by a fac~or of 2.

4) BMK 11 is a part] cle-in+ell code. The codes make use of the galher opera-

l]on. The SX-2 executes aboal 50 percen[ faslcr than the X-MP.

5) BMK 14 contains basic matrix operations on matrices of order 100. The NEC

machine beats Ihe Cray by a factor of almost 2.

6) BMK21, 21a, and 21b are Monle Carlo pholon transporl codes thal are

mostly scalar. The SX-2 IS about Iwlce as fasl as Ihe X-MP USIng CF~ 1.14. The

CIT77 compiler shows dramatic improvement in scalar oplim~zallon, and lhe times

between the IWO machmes are comparable.

7) BMK22 is a linear equation solver using Gaussian elimination. The SX-2 is

rough]}’ 70 perccnl faslcr than lhc X-MP. Dongarra [5] has indcpenden~l>” mieas-

urcd u slrnllar ctKIc In h]s I. IF!PACK benchmarks. HIS mcas~lrcmcnts for

equ]valenlly I urwd FORTRAN codes on matrices of order 100 art 43 mflops on the

SX-2 and 24 mflops on the X-MPi

8) SIMf’1. E IS a Lagranglan hydrodynamics code vrlth heal conduc~lon. The

rrsulls in Table \’ are for a grid of 63 by 63. The SX-2 1sagain IUIICe as fas[.

9) HYDRO k another Lagranglan hydrodynamics application. 11 represents a

s]gnlficanl f,”aclion of the Los Alamos workload. II is much more retillstic than

SIMPLE and should be we]ghted more. On this code the SX-2 IS about 70 percent

faster.
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In all cases, the SX-2 execules our benchmarks as fasl or fasler lhan any olhcr

existing single- procmor machlnc. II has Ihc only procc’=or lhal conslslrntly out-

performs Ihr X-MP in all vector pcrformanu’ c~lc~orms. 11 is 1.5 103 times faster

cm shorl vectors and 2 10 4 llmes fas~er on long vcclors. The scalar yrformancc IS

roughly comparable 10 Ihc X-MP using Ihc expcrlmenlal Cray C~’77 compiler and

Iwicr as fast if lhe currrnl Cray CFTI .14 production compiler is used.

The mapr advantage we sw for the X-MP is that it and the Cray-2 are

currently the only multiprocessor machines in the supercomputer class.
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Figure 1. The SX-2 hardware configuration. The hgure is Iaken from reference 2.
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SUUECT NBC SX-2 BENCHMARK

He did a follow-up benchmark of the NEC SX-2 at the Houston Area Research
Center (HARC) in April 1987. The first benchmark was in December 1985.
The purpose of the tests was to track anY compiler improvements during
that time and to perform some additional measurements of the machine.
Included in the additional set was an attempt to measure basic 1/0 rates,
execute a realistic out-of-memory code (WAVE) and execute an unclassified
production code (HCNF).

Assistance was provided by Walt Colquitt of HARC and Hr. SuSimoto of
NEC. Version 2.4 of the compiler was used. Table I contains a list of
exacution times comparing the December 1985 times with the April 1987
times. X-HP results are included for comparison. The4 results suggest
that the compiler has been stable over the past year. Little change was
observed in the execution times of most codes. We di(; note, however,
that less tuning was required to get higher levels of vectorization, For
example, HYDRO times in April 1987 are dusty deck (untuned) while the
December 1985 times are tuned. The CFT77 and CFT1.14 compilers perfom
much worse on HYDRO than the NEC compiler. Additionally, the new

compiler perfoms better on Bhort vectors as evidenced by the significant
change in BHJ(4a times. BKK1’s increasu in time using the latest compiler
is anomalous. The inclwase stems from the fact that a loop was
vectorized but runs faster in scalar mode.

There are a number of ways in which high-speed 1/0 may be carried out on
the SX-2. The machine we measured was equipad with a one-GB Extended
Hemory Unit (Xlfll), what CRI calls an SSD. Both synchronous and
asynchronous 1/0 are available but direct transfer between main memory
and the XUU can only be carried out synchronously. Asynchronous data
transfers to the X?fU, as well as all transfers to/from disk, are
performed by the Control Processcr (CP). For this reason, 1/0 routines
in large codes should be isolated, compiled for, and executed on the CP.
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While we were not able to collect data for all thece 1/0 modes, we did
obtain good measurements of the high-speed (synchronous) XHU. Table 1“
contains the raw measurements for this i/O mode. The times listied in
Table II are cpu times. When doing synchronous IiO under dedicated
conditions, thesa are equivalent to elapsed times. The SX-2 will allow
measurement of elapsed time accurate only to the nearest ~econd!

Me model the 1/0 times as follows:

Tmu(l) = l/b ~to + b*te]

where:

1 is che file size (64-bit words)
b is the record size (64-bit words)
to is the startup time
te is the element time

Figure 1 shows a fit of the model to the data (represented by X’s). The
fitted values of to and te ar~: to = 111 ns ●nd te = 6 ns/word
(the SX-2 has a cycle time of 6 no). For comparison, Jordan and Bucher
maaBured to ■ 270 ns and te = 9.5 ns/word on our CTSS ~~peratir,g
system for 3SD 1/0. W. should note that CTSS uses only on. of two
channels to the SSD, W. should also obtain measurements using COS or.
LWICOS .

We are intri~ued by the possibility of finding out more about 1/0 on the
SX-2 as well an on other supercomputern. Consequently we would like to
purchase time on the SX-2 at HARC to investigate this further as well as
complete execution studies of HCUP and WAVE, We failed to get these two
codes to executo due to the shart time frame, although MCNP appears to
compile correctly.

OL/HS/HW/ddm

Cy : C-3 File



code SX-2[1U85) SX-2[4f17) x-m 1.14
I
I X-NIP 77L

BUK 1 6.8 10.8 43.3 I7.0

BKK4a 3.7 2.8 “ 4.2 4.3

BUK5 16.4 16.6 21.6 21.5

B= 1 3.3 3.3 48 4.0

BMK14 .77 .75 1.3 1.3

BMW] 1.6 2.0

BM3L21a 3.9 3.8 8.3 4.0

BhfK21b 67.? 132.6 79.4

BMK22 5.1 4.9 7.7 6.9

SIMPLE 2.4 m 5.8 7.0

~!-iYDRO I().1 10.6 52.0 35.0

Tabk- 1 Excamon umes (WJ for benchmark codes.

● cor.lpller mm

Fil: lm~hfrnczawordsj Blak I.mgth(h “loword5) Tirne(sus)

1 50- .002427

1 10 .012105

1 2 .M0447

1 .5 9JU94

10 100 .012120

10 20 ~53-)

10 5 B2320

Table 11 Raw H]gh-Speed XhlU l/O Ram
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